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Abstract—Development of high-performance 

computational devices needs fast methods of operations with 

numbers which are presented in floating-point format. One of 

the most common approaches to build a significand multiplier 

is using a Wallace CSA-adder tree structure which shows good 

performance in adding partial sums. Significand multiplier 

was implemented in FPGA as a part of floating-point 

multiplier which works with single precision numbers in IEEE-

754 standard. 
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I. INTRODUCTION 

FPGA finds its usage in many different fields such as 
sorting and data search, audio, video and image processing, 
cryptography, processing of data packets in networks, 
random numbers generation. Among new important markets 
one can distinguish finance, bioinformatics and hardware for 
radio communication [1]. High performance of FPGA comes 
from its flexibility, which gives a possibility to realize 
optimized devices for specific purposes [2]. It is worth 
mentioning that inner structure of FPGA aslo allows to 
parallelize data processing. 

Lots of computational devices use floating point 
arithmetic in their operations with numbers. Floating point 
numbers have such advantage as wide range, which makes 
them suitable in digital signal processing and scientific 
modeling.  

Multiplication is one of most common operations which 
computational devices perform. There are a lot of methods of 
implementing floating point multiplication in hardware. 
Significand or mantissa multiplication is the main part of 
floating point multiplication algorithm, therefore much 
attention should be paid to a structure of significand 
multiplier. 

This paper describes FPGA implementation of 
significand multiplier which is based on CSA-adder tree. 
CSA-adder tree performs summation of partial sums that are 
generated during significands multiplication process. 

II. THEORETICAL BACKGROUND 

A. IEEE-754 Standard 

In modern computers and other computational devices 
floating point numbers are represented according to IEEE-

754 standard. This standard defines single and double 
precision floating point numbers. Single precesion numbers 
are represented as one which consists of one sign bit, 8 
exponent bits and 23 significand bits. 

B. Wallace multiplier 

Multiplication of significands of floating-point numbers 
uses the same methods as fixed-point numbers 
multiplication. According to [3] Wallace multiplier have 
better performance than array multiplier which is another 
common method of multiplication. Wallace multiplier 
consists of CSA-adder tree. 

Wallace multiplier is a method of acceleration of 
multiplication which allows to add several partial sums 
simultaneously. Wallace CSA-adder tree reduces several k-
bit operands to two k+2 bit operands. Unlike Dadda CSA-
adder tree Wallace CSA-adder tree reduces the number of 
operands as early as possible what minimizes the overall 
delay by making the final carry-propagation adder as short as 
possible [4]. 

Another method that can speed up multiplication process 
is high-radix multiplication which decreases number of 
partial sums. In this work these two methods were combined 
together. 

C. CSA-adder 

One way to add more than two operands simultaneously 
is to use CSA-adder. CSA-adder  is a full adder without carry 
propagation chain. On the output of CSA-adder there are 
sum and carry vectors, which then can be added using usual 
carry-propagation adder. A typical structure of CSA-adder is 
shown below. 

 

Fig. 1. Structure of CSA-adder [4] 

As it can be seen from fig. 1 CSA-adder adds three 
operands simultaneously. Another structure that adds several 
operands simultaneously is 4:2 compressor, which is in fact 
two CSA-adders. The structure of 4:2 compressor is shown 
below. 
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Fig. 2. Structure of 4:2 compressor [5] 

The use of 4:2 compressors allows to simplify the 
structure of a multiplier. 

III. FGPA IMPLEMENTATION 

As mentioned previously significand of floating point 
number in IEEE-754 standard consists of 23 bits with one 
implicit bit will lead to 24 bits. Therefore there will be 24 
partial sums. In this work Wallace radix-4 multiplier is used 
what decreases number of partial sums to 12. The developed 
structures of significand multiplier and CSA-adder tree are 
shown below. 

 

Fig. 3. Structure of significand multiplier 

As it can be seen from fig. 3 significand multiplier 
consists of partial product generator module, CSA-adder tree 
which reduces number of partial sums to two operands and 
carry-propagation adder which adds these two operands. 

 

Fig. 4. Structure of Wallace CSA-adder tree 

Significand multiplier was simulated in Modelsim and 
implemented on FPGA Altera Cyclone IV using VHDL. 
According to compilation report significand multiplier 
utilizes 1,196 logic elements. 

IV. CONCLUSION 

Significand multiplier which is based on CSA-adder tree 
is one of the most common ways to implement high-
performance floating point multipliers. The use of 
significand multiplier which is based on Wallace tree in 
FPGA projects allows to speed-up multiplication and save 
embedded FPGA multiplier elements. 
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