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Abstract—Microprogramming is used to implement the 

control logic of a computer’s central processing unit at a low 

level of programming. The microprogram code specifies the 

sequence of the processor elementary operations execution, 

ensures the order of complex instruction sets implementation, 

and allows the design of high-level programming language 

commands. The relevance of studying the theory, methods, and 

techniques of microprogramming in higher education 

institutions allows students to acquire skills in developing 

functionally oriented processors structures, their command set, 

as well as system programming skills. The purpose of studying 

microprogramming is to gain an understanding of how flexible 

and a computer’s central processor efficient control is achieved 

using microcode. This allows microprogram optimization, 

improving performance and ensuring system functionality. In 

summary, students will gain an understanding of how 

hardware and software interact at a low level. 
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I. INTRODUCTION 

In the development of specialized computing systems, 
matrix logic circuits and devices with microprogram control 
and bit-modular organization are widely used. This provides 
flexibility and versatility, and justifies the technical and 
economic efficiency of their use [1-5]. The use of such 
technical equipment allows for the creation of high-speed 
systems whose architecture takes into account the nature and 
structure of data, the specifics of the solved problem, and 
ensures the accuracy of calculations. A clear division of 
functions and their modular organization allows for easy and 
efficient implementation of practically any type of logic [4-
8]. Devices with bit-modular organization and matrix-type 
logic circuits are widely used in special-purpose systems 
[2, 6, 8, 9]. If it is necessary to manufacture a limited 
quantity of computing systems, it is advisable to use 
microprogrammed devices [6-8]. However, with a significant 
planned release of developed systems, it is more economical 
to use very large-scale integrated circuits. The acquisition by 
students of theoretical and practical skills in building a 
computing processor environment and its microprogramming 
determines the relevance of introducing the academic course 
"Microprogramming" [9-18]. The purpose of studying this 
course is to understand the basics of machine languages, 
low-level languages, and system programming [9, 11, 13]. 

II. BASIC COMPONENTS OF IT 

The basic components of information technology (IT) 
that make up its infrastructure (Fig. 1), and according to 
which specialists are studied in the knowledge field 
12 "Information Technology" are [1-1-4, 6, 8]:  

 users of IT;  

 environment;  

 software; 

 technical support.  

 

Fig. 1. Infrastructure of the IT basic components. 

Students face the most difficulties when studying curses 
that are adjacent components of information technology (IT). 
These components are marked in gray on the diagram. 

At the same time, it is necessary to define more 
specifically the components or elements that make up the 
software (Fig. 2) [3, 4, 6, 9]: 

 application software;  

 algorithmic support;  

 mathematical support;  

 operating system;  

 system software;  

 assemblers; 

 machine languages. 
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Fig. 2. Hierarchical software components. 

As teaching practice shows, students have a 
"fundamental" gap in understanding the interaction of 
technical and software components on the 
microprogramming level (Fig. 3), which creates a 
psychological barrier to mastering programming languages 
and understanding the principles of software control and 
operation of hardware computing tools. Very often, the 
studying of principles and methods of software control of the 
computing environment is neglected or omitted, which is 
based on its dynamic reconfiguration during program 
execution. Studying high-level languages without a 
transitional link of microprogrammed control makes it 
impossible to subjectively understand the basics of 
programming [10-13, 15-18]. 

 

Fig. 3. Software and hardware interaction levels. 

III. IMPLEMENTATION OF THE  

―MICROPROGRAMMING‖ COURSE 

It is proposed to separate the studying of the basics and 
methods of microprogram control, their integration into low-
level languages - assemblers, and the synthesis of high-level 
programming languages. The relevance of introducing the 
"Microprogramming" course into the study program is also 
confirmed by the trends of including similar subjects in the 

curricula of several leading foreign educational institutions, 
based on the analysis of materials posted on their internet 
pages [11-14]. 

As a result of studying the "Microprogramming" course, 
a student should understand: 

 methods of software control of the computational 
process course at the hardware level; 

 basic principles of microprogramming and the 
difference between machine code and microprogram; 

 methods of building microprograms, including 
methods of organizing conditional and unconditional 
program transitions; 

 the process of designing microcode, including the 
process of creating, testing, and supporting 
microcommands; 

 application of microprogramming techniques in 
designing processors and other computing devices. 

Furthermore, a student should know the principles and 
methods of: 

 structural organization and controlled synchronous 
dynamic reconfiguration of digital computing 
environments; 

 synthesis of microcommands and their organization 
into program modules; 

 organization, construction, and execution of basic 
components of linear programming and organization 
of unconditional and conditional transitions; 

 synthesis of effective programs at the level of 
microprogrammed control; 

 execution of complex commands at the assembler 
level, their mathematical and algorithmic structure, as 
well as their synthesis using microprogramming 
commands; 

 transition to high-level languages and synthesis of 
commands according to established functional 
requirements. 

A student should be able to: 

 analyze the structure of a digital computing 
environment, evaluate its functional capabilities, and 
understand the composition of microcommands; 

 perform structural analysis and optimization of linear 
programs, including loops; 

 synthesize commands of higher levels of 
programming languages.  

The main courses that support these skills are discrete 
mathematics, computer circuitry, and algorithmic. 

IV. INFRASTRUCTURE OF THE  

"MICROPROGRAMMING" COURSE 

The infrastructure of the "Microprogramming" course 
includes the following sections: 

Application Software 

Operating system Algorithmic support 

Mathematical support 

Environment 

System 

software 

Assembler, 

Machine language 

Microprogramming Digital circuits  

Digital components Digital logic 

  Electric circuits theory Electronic components   

Assembler Processors & CU 

System software Computing system 
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 principles and methods of software control of 
computing environments based on dynamic 
reconfiguration of their resources; 

 synthesis of the structure and microprogram control 
of a single-bit processor; 

 basic addressing methods, microcommand structure, 
and command decoder synthesis; 

 composition of microcommands, their functions, and 
operation codes; 

 methods of organizing, processing, and optimizing 
linear programs and programs with unconditional and 
conditional branching; 

 synthesis of the structure and microprogram control 
of a multi-bit processor, specifics of data processing, 
and command execution; 

 methods of organizing the software environment and 
its processing; state devices; 

 methods of synthesizing assembler commands and 
high-level language commands. 

V. DISCUSSION & CONCLUSIONS 

The feasibility of introducing the ―Microprogramming‖ 
course is confirmed by the experience of students who have 
taken it, as well as the practical skills acquired. Recent years' 
practice shows that teaching the subject significantly 
improves students' understanding of the software control of 
computational process, data processing, effective program 
building methodology, and optimization. It deepens their 
understanding of the specific usage of high-level 
programming languages and approaches to programming 
methods. In general, studying ―Microprogramming‖ course 
will help students comprehend the principles of computer 
systems functioning and methods of optimizing their work at 
the microprogramming level. 
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