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Abstract—This article is devoted to analyzing the possibilities of using a neural network in a project based on STM32 microcontrollers. Support for many different libraries is discussed. The limited RAM size can be mitigated by using external flash memory connected to the USB port.
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I. INTRODUCTION

Today, the use of neural networks in technical applications is no longer surprising. In various projects, these tasks can be implemented using a variety of methods, including with the support of a neural network [1-5]. In some cases, it gives an advantage in the efficiency of solving the problem [1].

In terms of general applications for artificial intelligence, it seems that the best field for AI is to intelligently search very large data sets and format information, for example, from text form to visual form; or processing of sound, speech, etc. On the contrary, st.com in its ever-expanding portfolio already has several utilities for using pre-trained neural networks to implement user projects.

II. STATE OF THE ART IN THE NEURON NETWORKS

To create a working neural network, one should complete a list of steps [1, 6]. The main stages of creating an artificial neural network:

- Data collection.
- Preprocessing.
- Building and training the model.
- Quality analysis and interpretation of the model.

Even in the conditions of the modern proliferation of computers, the implementation of the listed stages is associated with a significant expenditure of time and money, primarily human ones.

One cannot get rid of the data collecting stage. It can be automated, but it is strongly recommended that the data should be preprocessed and labeled for training purposes. It is this stage that takes time and supervising. These two stages are considered as a data preparation [7].

As for the building and training the network, this process is not completely formalized, but strong support can be easily found. There are well-built programs of deep learning.

III. ST OFFERS

To start your work with hardware, one should have the utility. It is better to be some good one like STM32 Cube AI. And to load your pretrained model, it is better should be optimized and validated.

So, the STM32Cube AI. It can be used together with CubeMX or through command line interface. It provides the tool to build step by step a complete Artificial Intelligence (AI) IDE-based project for STM32 microcontrollers with automatic conversion of pretrained Neural Networks (NN) and integration of the generated optimized library. The X-CUBE-AI Expansion Package is fully integrated with the STM32CubeMX tool. Its user manual also describes optional add-on AI test applications or utilities for AI system performance and validation.

It is announced that it is supported by various boards of ST production, not only STM32G4, STM32L4, STM32L4+, STM32L5, STM32F7, STM32H7 lineage, but by STM32WB, or STM32WL and even STM32F0, STM32F3, STM32F4 and STM32G0.
Its core engine provides an automatic and advanced NN mapping tool to generate and deploy an optimized and robust C-model implementation of a pretrained Neural Network (DL model) for the embedded systems with limited and constrained hardware resources. The generated STM32 NN library (both specialized and generic parts) can be directly integrated in an IDE project or makefile-based build system. A well-defined and specific inference client API is also exported to develop a client AI-based application. Various frameworks (DL toolbox) and layers for Deep Learning are supported. All X-CUBE-AI core features are available through a complete and unified Command Line Interface (console level) to perform the main steps to analyze, validate, and generate an optimized NN C-library for STM32. It provides also a post-training quantization support for the Keras model [7].

![Fig. 2. X-CUBE-AI core engine.](image)

To keep the whole system on diet, X-CUBE-AI code generator can be used to generate and deploy a prequantized 8-bit fixed-point/integer Keras model and the quantized TensorFlow Lite model. For the Keras model, a reshaped model file (h5*) and a proprietary tensor-format configuration file (json) are required [7].

The code generator quantizes weights and bias, and associated activations from floating point to 8-bit precision. These are mapped on the optimized and specialized C implementation for the supported kernels. Otherwise, the floating-point version of the operator is used and float-to-8-bit and 8-bit-to-float convert operators are automatically inserted. The objective of this technique is to reduce the model size while also improving the CPU and hardware accelerator latency (including power consumption aspects) with little degradation in model accuracy [7].

The component X-Cube-AI got variety of controls (Fig. 3)

From the user point of view, the integration of the X-CUBE-AI Expansion Package can be considered as the addition of a peripheral or middleware software component. On top of X-CUBE-AI core, the following main functionalities are provided:

- MCU filter selector is extended with an optional specific AI filter to remove the devices that do not have enough memory. If enabled, STM32 devices without Arm® Cortex®-M4, -M7, or -M33 core are directly filtered out.
- Provides a complete AI UI configuration wizard allowing the upload of multiple DL models. Includes a validation process of the generated C code on the desktop PC and on the target.
- Extends the IDE project generator to assist the generation of the optimized STM32 NN library and its integration for the selected STM32 Arm® Cortex®-M core and IDE.
- Optional add-on applications allow the generation of a complete and ready-to-use AI test application project including the generated NN libraries. The user must just have imported it inside the favorite IDE to generate the firmware image and program it. No additional code or modification is requested from the end user.
- Generation using STM32Cube.AI runtime or TensorFlow™ Lite for Microcontrollers runtime when the Neural Network file is a TensorFlow™ Lite file [7].

The plan is that optimized C-code may be obtained and loaded into some ST microcontroller. By this way one can achieve neural network realization on ST micro controller.

But it is not an end of the story. Once one has a code one has a chance to improve it.

![Fig. 3. X-CUBE-AI core in STM32CubeMX.](image)

**The 3 pillars of STM32Cube.AI**

- **Graph optimizer**
  - Auto-graphe rewrite
  - Node-deletion rewrite
  - Constant folding
  - Operator-level optimization
  - Memory footprint and computation
- **Quantized model support**
  - Precision up to full-precision
  - Memory footprint and computation
  - Memory footprint and computation
- **Memory optimizer**
  - Memory allocation
  - Memory footprint and computation
  - Memory footprint and computation
  - Memory footprint and computation

![Fig. 4. More advantages.](image)
Usually, the ST utilities are well documented and X-Cube AI is not an exception. There is step by step documentation [7], that starts from installing the X-Cube – AI, considering an idea of neural network, taking the data from the open source and implementing it on F410 board (not H747). Among actions, in a process of completing the project, the AI part announced that there is not enough memory to store even optimized NN parameters into. And in order to fix the issue one can attach USB flash memory module. Quite a situation.

More, there was an interesting workshop about X-Cube-AI utilization. Again, it covers the NN building from scratch to its installing and optimization and further check on practice [8, 9].

Among projects, one project is Fast Downsampling MobileNet Food Recognition on STM32H747 Discovery board. Its facilities were:

A. Neural Network
   - FD-MobileNet topology from public paper.
   - Mixed dataset Food-101, FoodNet, ST.

B. Implementation
   - Exploits Camera in continuous mode 5.5 fps or one shot.
   - 18 food classes.
   - Pre-processing: rescaling from 640x480 to 224x224 RGB 8 bit image.

C. The results obtained are: STM32 Cube.AI NN
   - Memory footprint: 205 KB RAM, 191 KB Flash.

D. Performance on STM32H747
   - 1 inference per image.
   - STM32H747 400 MHz Cortex-M7F.
   - Mix model Fix/Floating Point.
   - 60 MHz / 150 ms per inference.
   - Accuracy: 78.8% (vs 77.7% in float).

This accuracy seems to be not flawless but quite useful for purposes of recognition.

Also, the workshop announced FP-AI sensing support through practical example (Fig. 5) [10].

FP-AI-SENSING1 is an STM32Cube function pack featuring examples that let you connect your IoT node to a smartphone via BLE and use a suitable Android™ or iOS™ application, like the STBLESensor app, to configure the device. The package enables advanced applications such as human activity recognition or audio scene classification, on the basis of outputs generated by neural networks (NN). The NN are implemented by a multi-network library supporting both floating and fixed point arithmetics, generated by the X-CUBE-AI extension for STM32CubeMX tool. The NN provided in this package are just examples of what can be achieved by combining the output of X-CUBE-AI with connectivity and sensing components from ST.

The package comes with an AI utility for data logging and annotation on SD card. You can record the data from the sensors and define which classes or events to record. With the recorded annotated data, you can train your own neural network on your PC/GPU/cloud, get the model, use X-CUBE-AI extension for STM32CubeMX tool for conversion, and then run it on the STM32 platform.

This package, together with the suggested combination of STM32 and ST devices, can be used to develop specific wearable AI applications, industrial predictive maintenance applications, smart things and building applications in general, where ultra-low power consumption is a key requirement.

The software runs on the STM32 microcontroller and includes all the necessary drivers for the STM32 Nucleo development board and expansion boards, as well as for the STEVAL-STLKT01V1 and STEVAL-MK5BOX1V1 evaluation boards and the B-L475E-IOT01A STM32L4 Discovery kit IoT node.

The paper materials span all the stages of NN model creation: collection of data, its preprocessing, model creation in Python, policies of splitting the dataset onto training validation and exam parts, analyzing the model obtained. It is during evaluation of the model. Some optimization of the model can be involved.

Its Features:

- Complete firmware to develop an IoT node with BLE connectivity, digital microphone, environmental and motion sensors, and perform real-time monitoring of sensors and audio data.
- Middleware library generated thanks to STM32CubeMX extension called X-CUBE-AI, featuring example implementation of neural networks for realtime human activity recognition (HAR) and acoustic scene classification (ASC) applications.
- Multi-network support: concurrent execution of several neural networks.
- AI utility for data logging and annotation on SD card or QSPI Flash memory.
- Ultra-low power implementation based on the use of an RTOS.
• Compatible with STBLESensor application for Android/iOS, to perform sensor data reading, audio and motion algorithm feature demo, and firmware update over the air (full and partial FOTA).

• Easy portability across different MCU families, thanks to STM32Cube.

• Free, user-friendly license terms.

IV. CONCLUSION

So, it is practically possible to implement a neural network into a project on a not very powerful microprocessor, which has built-in support for using an already trained pre-trained neural network. Optimization of the parameters of such a network, implemented in the component, is very important.

Impress by the support for multiple "neural blocs", the adjustment of multiple parameters for training, the evaluation of the model and its optimization after training, both in a general sense and to improve compatibility with the microprocessor system.

It is not entirely clear whether additional training of the neural network is implemented during operation in the microprocessor system, or maybe this is too much?

And there is one more tool of ST. Automated ML software for end-to-end Edge AI solution design on STM32. But it will be to need another research.
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